How do Practitioners Capture and Utilize User Feedback during Continuous Software Engineering?
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Abstract—Continuous software engineering (CSE) evolved as a process for rapid software evolution. Continuous delivery enables developers to frequently retrieve user feedback on the latest software increment. Developers use these insights for requirements validation and verification. Despite the importance of users, reports about user feedback in CSE practice are sparse. We conducted 20 interviews with practitioners from 17 companies that apply CSE. We asked practitioners how they capture and utilize user feedback. In this paper, we detail the practitioners’ answers by posing three research questions. To improve continuous user feedback capture and utilization with respect to requirements engineering, we derived five recommendations: First, internal sources should be approached, as they provide a rich source of user feedback; second, existing tool support should be adapted and extended to automate user feedback processing; third, a concept of reference points should be established to relate user feedback to requirements; fourth, the utilization of user feedback for requirements validation should be increased; and last, the interaction with user feedback should be enabled and supported by increasing developer–user communication. We conclude that a continuous user understanding activity can improve requirements engineering by contributing to both the completeness and correctness of requirements.

Index Terms—user feedback, usage monitoring, usage data, continuous software engineering, interview study.

I. INTRODUCTION

The rapid development of software known as continuous software engineering (CSE) [1], [2] has become an established process for software evolution. CSE has enabled new capabilities to capture insights, for instance regarding decisions [3] or user involvement. Continuous delivery promotes user feedback on the latest changes to a software increment [4], [5]. While user feedback can be collected in an explicit form, such as written reviews, the monitoring of implicit user feedback improves understanding the need for new requirements [6]. CSE forms the basis for continuous experimentation, e.g., selecting the appropriate user audience for a feature, which opens new possibilities for requirements engineering [7].

Reports on current practices of how user feedback is captured and utilized in industry are sparse. While many practices, such as continuous integration [8], [9], continuous delivery [10], [11], or their combination [12], [13] have been extensively researched, the interaction with users in CSE environments is less understood. Rodríguez et al. identified a research gap for mechanisms that make use of feedback [14]. We conducted a semi-structured study by interviewing 24 practitioners at 17 companies during 20 interviews over the course of six months in 2017. Using their answers, we already investigated the state-of-the-practice of CSE [15] and evaluated our vision of improved integration of multiple types of knowledge into CSE [16]. To this end, we specifically asked practitioners about their use of decision knowledge during CSE [17] and their practices regarding user feedback. The results for the latter are presented in this paper.

We designed three research questions (RQs) to investigate user feedback in CSE. First, which user feedback do practitioners consider for CSE? This RQ investigates the types of user feedback on which the practitioners rely, as well as to which artifacts they relate the user feedback. The answers form the basis for the following RQs, as both of them affect how user feedback is captured and utilized. Second, how do practitioners capture user feedback in CSE? This RQ investigates how often practitioners capture user feedback, which tools they use, the sources on which they rely, and whether they capture the context of user feedback. Third, how do practitioners utilize user feedback in CSE? This RQ investigates the reasons why practitioners capture user feedback, whether they exploit changes over time, and whether they combine different user feedback types.

Based on the practitioners’ answers to the RQs, we derived five recommendations that can guide improvement of continuous user feedback capture and utilization. We propose to establish a continuous user understanding activity that encompasses practices and tool support to gain insights from user feedback for requirements engineering.

The remainder of this paper is structured as follows. Section II provides an overview of RQs and their respective coding. Section III summarizes methodological aspects, i.e., the coding procedure and threats to validity of the interview study. Section IV provides brief descriptive data about the companies, the practitioners, and the projects. Section V details the practitioners’ answers using quantitative analyses and qualitative explanations. Section VI discusses the results by combining results among RQs, summarizing observations, and deriving recommendations for requirements engineering. Section VII presents similar studies that address user feedback. Section VIII presents our conclusions.
TABLE I
OVERRIDE OF THE MAIN AND SUB-RESEARCH QUESTIONS FOLLOWED BY THEIR CODING AND SECTION THAT COVERS RESPECTIVE RESULTS.

<table>
<thead>
<tr>
<th>Research Questions</th>
<th>Coding</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ 1 Which user feedback do practitioners consider for CSE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ 1.1 What types of user feedback do practitioners collect?</td>
<td>Explicit, Implicit</td>
<td>V-A1</td>
</tr>
<tr>
<td>RQ 1.2 Which artifacts do practitioners relate user feedback to?</td>
<td>Application, Feature</td>
<td>V-A2</td>
</tr>
<tr>
<td>RQ 2 How do practitioners capture user feedback in CSE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ 2.1 How often do practitioners capture user feedback?</td>
<td>Event-based, Periodic, Continuous</td>
<td>V-B1</td>
</tr>
<tr>
<td>RQ 2.2 Do practitioners rely on tool support to capture user feedback?</td>
<td>Tool support, Manual capture</td>
<td>V-B2</td>
</tr>
<tr>
<td>RQ 2.3 What are practitioners’ sources for user feedback?</td>
<td>Internal, External</td>
<td>V-B3</td>
</tr>
<tr>
<td>RQ 2.4 Do practitioners capture the context of user feedback?</td>
<td>Capture context, Omit context</td>
<td>V-B4</td>
</tr>
<tr>
<td>RQ 3 How do practitioners utilize user feedback in CSE?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RQ 3.1 Why do practitioners capture user feedback?</td>
<td>Planning, Support, Improvement</td>
<td>V-C1</td>
</tr>
<tr>
<td>RQ 3.2 Do practitioners exploit the change of user feedback over time?</td>
<td>Exploitation of change over time, No exploitation</td>
<td>V-C2</td>
</tr>
<tr>
<td>RQ 3.3 Do practitioners combine different user feedback types?</td>
<td>Pragmatic combination, No combination</td>
<td>V-C3</td>
</tr>
</tbody>
</table>

II. RESEARCH QUESTIONS

Table I lists RQs and respective sub-RQs. The coding was developed during data analysis. Answers to some sub-RQs qualify for more than one coding. In the following, we summarize the motivation and goals of the sub-RQs.

RQ 1.1 asks about the types of user feedback considered by practitioners. User feedback can be explicit or implicit, as described by Maalej et al. [6]: Explicit user feedback refers to any feedback the user is actively providing, such as an app review. Implicit user feedback is produced by users interacting with the artifact, such as a click on a button.

RQ 1.2 asks for artifacts to which practitioners relate user feedback. This can be either to the entire application or to a specific feature. The difference in this granularity indicates the maturity of the user feedback capture process, because feature-specific user feedback requires more processing efforts.

RQ 2.1 asks for the frequency with which practitioners capture user feedback. As the study investigates user feedback within the context of CSE, the results support an understanding whether practitioners also applying a continuous approach for the capture of user feedback during CSE.

RQ 2.2 asks about the tools used by practitioners. The capture of user feedback results in large amounts of unstructured data that needs to be processed to derive useful insights. This can be done either manually or with tool support.

RQ 2.3 asks about practitioners’ sources of user feedback, i.e., from whom they capture user feedback. While we assume that practitioners rely on user- or developer-triggered explicit feedback or implicit feedback from monitored usage data, the intend of this question is to reveal more about the feedback provider, which may be a group of individuals.

RQ 2.4 asks about the context for the user feedback. In the human–computer–interaction domain, context is defined as any kind of information that is used to characterize an entity [18], [19]. For user feedback, this may be the time or location of the user when they are using the application.

RQ 3.1 asks about practitioners’ reasons for the capture of user feedback. We are interested why they capture the user feedback and what it is used for with respect to the artifact.

RQ 3.2 asks about the exploitation of changes in the user feedback over time. Investigating the evolution of user feedback can support the practitioners in revealing trends in how feature increments are applied and perceived by users.

RQ 3.3 asks about the combination of two or more types of user feedback to derive new insights. An example may be a written review, i.e., explicit feedback, that is augmented with a usage log, i.e., implicit feedback, from the same user.

III. RESEARCH METHOD

We outline the interview study with practitioners and discuss its threats to validity. More details are provided in [15], [16].

A. Interview Study

We conducted a semi-structured interview study [20], [21], as a means to study phenomena, actors, and their behavior in their natural context [22]. We structured the study into the phases design and planning, data collection, and data analysis.
1) Design and Planning: We created a questionnaire to acquire descriptive data (see Section IV) and interview questions that are similar to the sub-RQs presented in Table 1. For reproduction of this study, we advise to use the sub-RQs as interview questions to maintain comparability with our results. We also compiled a list of companies that apply CSE.

2) Data Collection: Between April and September 2017, we conducted 20 interviews. In four interviews, two practitioners participated. We recorded the interviews with the practitioners’ permission and transcribed the audio recordings. Transcripts were reviewed by the practitioners to ensure correctness. We guaranteed anonymity and aggregated results in case individual characteristics would otherwise have stood out.

3) Data Analysis: We analyzed the transcripts with the help of qualitative data analysis software [23]. In a first stage, we allocated practitioners’ answers to RQs. This was necessary if a practitioner returned to a previous question after they provided an answer. In a second stage, we applied the coding listed in Table 1. We derived the coding from related work on the capture and utilization of user feedback as well as emerging topics that we identified while analyzing answers. We analyzed the results quantitatively and qualitatively. We consolidated practitioners’ responses as single answer in case an interview was attended by two practitioners.

B. Threats to Validity

We strived to combine and summarize answers from multiple practitioners on how they capture and utilize user feedback. As a result, our interview study may have several limitations [22]. Therefore, we discuss the four criteria for validity as they apply to empirical research in which researchers follow a positivist stance [21], [24].

1) Construct Validity: This criterion concerns the question of whether theoretical constructs were measured and interpreted correctly. The practitioners might have had a different understanding of the questions than what we had intended. We tried to minimize this aspect by encouraging the practitioners to ask questions at all time. Moreover, we conducted two interviews with experienced colleagues and discussed these interviews afterwards to reveal potential misinterpretations. We used open-ended questions to allow practitioners to provide extensive answers, which increases the amount of detail.

2) Internal Validity: This criterion concerns the conclusions that were drawn actually follow from the data, e.g., whether there are confounding factors that influenced the results. The practitioners might have answered questions in a way that does not reflect their daily practices, because they knew that the results would be published. We tried to mediate this possibility by ensuring the anonymity of interviewees and companies at any time. The practitioners’ roles and the associated projects are context factors that influence their answers. We tried to address heterogeneity by describing observations instead of facts and deriving recommendations from them. The analysis of practitioners’ answers might have been affected by the authors’ a priori expectations and impressions. We addressed this threat by jointly discussing the coding of the transcripts.

3) External Validity: This criterion concerns the generalizability of the study. We contacted companies that we knew from other projects as there exists no central register of companies that apply CSE [25]. This might have resulted in a sampling bias in a way that the practitioners represent only a subgroup of the actual target population. We reduced this threat by relying on the industrial contacts of authors from two different universities. The interviews reflected subjective impressions, as they rely on practitioners’ statements. We conducted 20 interviews to retrieve a broad spectrum of opinions. The number of answers varied for most of the interview questions; we indicate this in the figure captions. In some interviews, we skipped interview questions, either due to practitioners’ time constraints or because they provided answers that made it clear that they cannot answer a subsequent question. However, we think that the diversity of projects and participants supports the generalizability of the answers.

4) Reliability Validity: This criterion concerns the study’s dependency on specific researchers. We performed coding training and assessed the intercoder reliability. Then, two authors individually coded the transcripts, which might have affected the results. We mediated this threat by discussing questions during coding, especially in case of ambiguity. Also, the interview coding was supervised by a third author.

IV. DESCRIPTIVE DATA

We compiled descriptive data regarding the companies, practitioners, and projects. The following summarizes the information; more details and graphical data representations are provided in [15], [16]. We interviewed 24 individual practitioners during 20 interviews. The practitioners are affiliated with 17 companies. One company was interviewed twice; another one three times. We aimed for a high diversity of interviews by approaching companies of different size, practitioners with different backgrounds, and projects in different domains.

We categorized four companies that have a maximum staff headcount of 250 as small and medium-sized enterprises (SME). We refer to the remaining companies as corporations; eight employ up to 2,000, two around 50,000, and three 100,000 or more employees. Seven of the companies offer consultancy services. The remaining companies develop software products for consumer and business markets.

We used the practitioners’ role descriptions to group them: five CSE specialists, e.g., a continuous deployment manager or a DevOps engineer, six developers, six project managers, six technical leaders, and one executive director. On average, the practitioners have spent 2 years in their respective roles, have 10 years’ experience in information-technology (IT) projects, and have participated in 19 IT projects.

We asked the practitioners to relate their answers to a particular CSE project. On average, 20 employees are involved in such a project, with an average of 10 in projects at SMEs and 23 in corporations. All SME practitioners stated that their projects are cross-functional. Of the 20 practitioners, 15 reported to solely develop custom software, 3 focus on off-the-shelf products, and 2 develop both software types.
V. RESULTS

For each sub-RQ, we present the practitioners’ answers as a bar chart and detail them in an explanation. All charts extend to 20 interviews to enable direct visual comparisons among them. If an answer for a sub-RQ received two or more codings, we visualize the count as a grey bar and do not reduce it from the individual coding to maintain their expressiveness. In such cases, we add the number of answers that were exclusively (excl.) applied to a coding inside their respective bar.

A. Which User Feedback do Practitioners Consider for CSE?

This RQ investigates which user feedback types practitioners rely on for the capture and utilization as well as to which artifacts they relate the user feedback.

1) Types of User Feedback: Figure 1 visualizes the practitioners’ answers.

![Figure 1](https://doi.org/10.1109/RE.2019.00026)

Fig. 1. Number of interviews in which practitioners addressed user feedback types. No practitioner reported to rely solely on implicit user feedback.

All 20 practitioners reported that they rely on explicit user feedback. Four practitioners did not further specify the kind of feedback. Five practitioners detailed how the explicit user feedback is produced, which allows conclusions about its kind. They described personal meetings in the form of presentations or design thinking workshops, in which they showed the user the latest version of the application. They collected either written or verbal feedback, using questionnaires or manually noting down how the users interact with the application. Three practitioners relied on explicit user feedback that is provided in the form of issue tickets. In some cases, the issue management system is publicly available. Then, the users themselves can create feature requests and bug reports that are directly passed to the developers. In other cases, the issues are reported by an intermediate layer such as first-level support.

None of the practitioners stated that they rely solely on implicit feedback; however, eight practitioners described the use of both types, partly depending on when and from whom they capture the user feedback. The practitioners start with the capture of explicit user feedback at an early stage. This may include video recordings, surveys, user interaction with prototypes in a controlled environment, i.e., applying observation techniques, as well as email and textual feedback that can be enriched with screenshots to receive qualitative, i.e., explicit, user feedback. After reaching a certain maturity level, they transition to collecting implicit user feedback and apply quantitative methods: the practitioners have mentioned A/B tests and the collection of usage statistics and analytics data.

One practitioner mentioned that they enrich the frequent implicit feedback by acquiring explicit user feedback through channels such as service hotlines or events such as exhibitions. Another practitioner mentioned primarily focusing on implicit user feedback, which allows them to gather information on how and when a user interacted with the application.

2) Artifacts for User Feedback Relationship: Figure 2 visualizes the practitioners’ answers.

![Figure 2](https://doi.org/10.1109/RE.2019.00026)

Fig. 2. Number of interviews in which practitioners addressed artifacts to which they relate user feedback. In six interviews, no answers were provided.

Six practitioners stated that they relate user feedback to the application itself, which serves as a high-level reference point. Two practitioners relate user feedback to operational or technical aspects of the application; they are only interested in the outcomes, i.e., what the application was used for. Two other practitioners stated that individual features are not of interest to them, that they instead are interested in the overall acceptance of the application. For individual feature aspects, they stated that there are always formal specifications that they fulfill and guarantee, such as by using test cases. Therefore, they do not require additional verification through user feedback. This perspective is continued by one practitioner who emphasized that they are interested in finding situations in which users behave differently from what was expected—which could occur at any time while using the application. One other practitioner follows a similar approach, but is driven by the question of how the overall application could be improved.

Eight practitioners stated that they collect user feedback with a focus on the feature that is currently under development. Following an example by the practitioners, that may be a user feedback on how a new menu navigation is adapted by users. Five of them detailed how they establish the relationship between user feedback and the feature under development: One practitioner pointed out that this can be achieved by explicitly asking for feedback in a survey that allows users to describe the feature, which requires them to verbally relate their feedback. Another approach is having the user add reference points that guide developers to the feature in question; for example by attaching screenshots to the provided feedback. The practitioners explained that without such guidance, reproduction of the feedback and its understanding are difficult. To relate implicit user feedback to a feature, one practitioner reported that they create dedicated profiles for individual users to map a change in the feedback to the increment. One practitioner noted that they consider feature-specific user feedback, but only in an isolated surrounding which is meant to qualitatively improve a particular feature, rather than comparing it with an alternative implementation.
Another practitioner explained that their features correlate with services their company provides. Based on this relationship, they conclude that—if users activated a service—they also made use of a particular feature. This enables a high-level assessment if and how many users interact with a feature.

B. How do Practitioners Capture User Feedback in CSE?

This RQ investigates the frequency of user feedback capture, practitioners’ use of tool support, feedback sources, and whether they capture the context of user feedback.

1) Frequency of User Feedback Capture: Figure 3 visualizes the practitioners’ answers.

- Event-based
- Periodic
- Continuous

We define tool support as a system designed to capture user feedback in the first place. In seven interviews, practitioners stated to use both tool support and manual capture approaches.

Overall, 13 practitioners rely on tool support to capture user feedback. All of them reported using standard tools; they listed various tools that are known for their analytics and experience analysis capability, of which are prominent products from the following companies: Google (4 mentions), Adobe (3 mentions), and Microsoft (2 mentions). Four other practitioners listed tools such as Atlassian JIRA or Redmine to capture explicit user feedback reports. On the one hand, it enables them to directly utilize the feedback for prioritization of requirements and development tasks. On the other hand, it helps them in finding major problems at times of peak activity. One practitioner stated that, while the possibility to use a particular tool exists, it is not being used. Besides standard software, 5 of the 13 practitioners additionally rely on custom software, i.e., tools that they developed for the sole purpose of capturing user feedback while their particular application is in use. This enables them to track individual features, as well as other aspects, such as monitor the system’s run-time behavior. This may be the intensity of the workload that is managed by server-side components of the application. This helps practitioners make decisions on how to proceed with development. Practitioners also create custom scripts to track and understand users’ adoption of their features.

We categorized 12 responses as manual capture, in which practitioners described procedures that require no software at all, or only tools that are not primarily designed for the capture of user feedback. This includes practitioners’ relying on pen and paper, on meetings or workshops that allow verbal exchange with respect to a prototype, or on indirect contact with end users via a product owner who serves as a proxy. Likewise, explicit user feedback capture via Skype or video recordings were mentioned by two practitioners. Two other practitioners stated to manually capture and externalize observations in wiki pages that are used for knowledge management, such as on Atlassian Confluence. Three practitioners highlighted that they rely on intensive email interactions to capture user feedback. Finally, two practitioners rely on online tools, such as Google Forms, that allow them to conduct surveys to capture user feedback and initiate interviews.
3) Sources for User Feedback: Figure 5 visualizes the practitioners’ answers.

![Figure 5](image-url)

Fig. 5. Number of interviews in which practitioners addressed sources for user feedback. In two interviews, no answers were provided.

We distinguish between internal and external sources of feedback. The developers themselves or team members are internal sources, whereas external sources encompass stakeholders, i.e., customers or end users. We describe the answers in the respective explanations if they address both sources.

Six practitioners mentioned user feedback capture from internal sources. One practitioner explicitly highlighted user feedback capture from other departments as a key factor for successful implementation. In their case, their marketing department always uses the latest version of the application under development and thereby becomes an internal customer. This also allows them to directly discuss the feedback in case something is unclear, either via instant messaging or direct “water cooler talk”, mostly on a sporadic basis. One practitioner emphasized the trusted relationship with fellow colleagues that allows exchange of honest feedback.

Three practitioners stated that they rely on multiple extensions of the development team, which include dedicated teams that focus on testing, providing feedback, and suggesting improvements. One of those practitioners noted that the decoupling of requirements implementation and testing results in a waterfall-like, non-agile procedure, which, however, might also be related to their product context. The two others described user interface-focused teams that are generally able to provide instant feedback. However, dependent on the extent of the changes, they may not be able to keep pace with the development process and therefore lag behind. The developers consequently receive delayed user feedback, which tends to increase their workload. In the worst case, new feature improvements build upon features that have not yet been tested or validated by user feedback.

Fifteen practitioners addressed user feedback capture from external sources. For three practitioners, this means sitting down with the customer and presenting the latest changes to the application under development. According to them, this requires tool support and typically results in high capture and assessment efforts. However, through the personal contact, the customer directly provides feedback to the developer in charge. The interpersonal aspect, i.e., an increased sense of responsibility by the developer and a high appreciation by the customer, was rated as important by the practitioners, as it contributes to the quality of feedback.

Four practitioners noted that the way they deal with user feedback depends on the reporting source. While they review user feedback from time to time, they continuously capture it from external sources without a particular goal in order to be ready to provide on-demand insights when requested. Three practitioners noted to capture user feedback from sources depending on their current development progress. For them this means to start with paper prototypes and collect explicit user feedback in the beginning and transition to more elaborate capturing of implicit user feedback as the product matures. Two other practitioners described a phase-driven capture process, whereby a limited number of users, or the customers themselves, are actively using the latest version of the application, in what is called a beta or pilot phase, while the practitioners are capturing user feedback. Two practitioners reported to focus their user feedback capture process on clearly defining a test scenario which they use to investigate a particular aspect of the feature under development. Three practitioners stated that they follow the provided specification and rely on user feedback that is handed to them by the customer or the product owner and thereby externalize the capture process to another stakeholder. Finally, three practitioners introduced a follow-up approach to capture user feedback; after they implement a change, they actively request feedback from sources they expect to be future users or who have requested a similar functionality before. They inform them in case something is changed on the basis of their feedback.

4) Context of User Feedback: Figure 6 visualizes the practitioners’ answers.

![Figure 6](image-url)

Fig. 6. Number of interviews in which practitioners addressed context of user feedback. In 12 interviews, no answers were provided.

In total, six practitioners stated to capture context of user feedback. One technical leader described their option to inspect the environment in which the users interact within the application. Another project leader, who pointed out a less technical, yet marketing-related view of the users’ context, described that insights such as a users’ purchase history allows them to get a deeper understanding of possible needs and the user environment. A developer noted that context information that allows them to derive helpful insights may be as simple as the local time, indicating whether the application is used during lunch break or typical working hours. Another practitioner reported that the time may also be used to systematically segment user feedback. This supports user feedback comparison, as detailed in Section V-C2. Another practitioner stated that the captured context is similar to a snapshot, rather than a comprehensive user profile. Two practitioners acknowledged to capture, but do not use context information.

Definitive version available at [https://doi.org/10.1109/RE.2019.00026](https://doi.org/10.1109/RE.2019.00026)
While two other practitioners stated that they consciously omit context capture, only one of them provided a reason: They primarily rely on user feedback from fellow team members and colleagues; formal regulations and company guidelines apply legal limits to what information they may capture. In particular, monitoring additional data to capture the context could reveal personal data, such as individual preferences.

C. How do Practitioners Utilize User Feedback in CSE?

This RQ investigates reasons why practitioners capture user feedback, their ability to exploit changes over time, and whether they combine different types of user feedback.

1) Reasons for User Feedback Capture: Figure 7 visualizes the practitioners’ answers.

![Figure 7](image_url)

Fig. 7. Number of interviews in which practitioners addressed why they capture user feedback. In eight interviews, no answers were provided.

In seven interviews, practitioners provided answers that are linked to planning activities during different phases of an application development cycle. Two practitioners noted to capture user feedback with the goal of performing business modeling, e.g., exploring new technologies, and defer other utilization of the user feedback, such as usability engineering. One of them added that, while there is a need to draw conclusions from user feedback particularly during early phases of product development, the overall goal should be diversification based on user feedback, which is provided for different reasons. As a result, user feedback should be considered but not necessarily cause fundamental changes to the project. Four practitioners stated that they utilize user feedback to prioritize features. For two of them, this primarily means deciding which feature needs to be implemented first or with a higher urgency, while two others use this insight to remove old features. Notably, one practitioner indicated the possibility to also detect the need for new features. One practitioner emphasized the possibility of assessing the acceptance of a feature from a marketing perspective. This allows conclusions to be drawn regarding business-focused metrics, such as answering the question of whether invested efforts were worth it.

Six practitioners reported a use of user feedback with a main focus on support activities, such as bug fixing. One of them called this a customer-centered view. Four practitioners outlined that, when user feedback is used to identify bugs, it helps them to draw conclusions about the problem, e.g., by extracting and reconstructing the flow of the events that caused an error. One lead developer emphasized that implicit user feedback in particular is used to ensure that the application and its functionality are working as intended.

Five practitioners described user feedback utilization with the goal of improving the quality of a feature and as a decision-support for doing so. For another practitioner, this means to continuously monitor and observe the way the changes are adapted by users, which helps to develop a gut feeling of how the software is performing. Another practitioner observed a change in how they utilize user feedback; they are currently transitioning from a focus on reconstructing errors toward developing an understanding of how the users use the application. This will help them to assess whether the users are using the feature as intended. Two other practitioners continued this idea and stated that sometimes the wrong requirements are used for implementation of a feature—based on incorrect assumptions made previously. In that case, user feedback is the key for adapting requirements and improving the feature.

2) Change of User Feedback Over Time: Figure 8 visualizes the practitioners’ answers.

![Figure 8](image_url)

Fig. 8. Number of interviews in which practitioners addressed change of user feedback over time. In 11 interviews, no answers were provided.

Only one practitioner reported to actively exploit changes in user feedback. However, this ability is highly correlated to the fact that they are using the data to understand and optimize the business value that the application is offering to its users.

Eight practitioners reported that they do not exploit changes in user feedback, while three practitioners elaborated that they are generally able to do that kind of investigations but have not yet done so. One practitioner stated that they have not yet encountered a situation in which an analysis over time would have been beneficial but sees that it could be useful in case of major changes in the user interfaces. Another practitioner shared similar thoughts and added that one always needs to consider the cost effectiveness, as this kind of analysis is something that could require major effort but yield only minor benefit. While stating that their tool probably allows for such a comparison over time, yet another practitioner indicated that they already struggle to cope with most of the basic functionality offered by the tool.

Out of those same eight practitioners, five responded that they lack the technical ability to exploit user feedback over time, but their general impression is that they would like to have such a functionality in place. For example, one practitioner supposed coarse-grained feedback at an early stage, while, after some iterations, they expected more fine-grained feedback to be provided by the user. An increase of the amount of user feedback may support understanding urgent feedback. This enables the detection of user feedback change events.
3) Combination of User Feedback Types: Figure 9 visualizes the practitioners’ answers.

Four practitioners described pragmatic combination practices regarding user feedback. One practitioner reported being able to combine user profiles with written reviews, such as ones that originate from emails. Another practitioner stated that, while user feedback types are usually handled separately, different types of internal data can be combined. However, it is not being used for feature development. Two other practitioners emphasized that their starting point for the combination of different types of user feedback would be explicit feedback: if they observe peaks in email responses, they initiate a deeper investigation and include other user feedback sources.

Four practitioners indicated that they do not combine different user feedback types during development. However, while one practitioner did not see a benefit herein, two are interested in the ability to combine user feedback. Reasons why they do not combine feedback sources are a low complexity level of the application and limited availability of feedback.

VI. DISCUSSION

This section discusses results from Section V by combining practitioners’ answers among RQs and relating them to prior-published research. We summarize our interpretation of results in observations that form the basis for recommendations, in which we reflect on either promising practices that are applied by a few practitioners but should be investigated in more detail, or challenges and untapped potential that were addressed in answers from multiple practitioners. The recommendations guide future work toward continuous capture and utilization of user feedback to benefit requirements engineering.

A. Continuous User Feedback Capture

More than a quarter of the practitioners rely on colleagues and team members in close proximity to retrieve an initial set of user feedback (Figure 5). While reports identified gaps in the requirements communication between departments [26], we found that the practitioners in our study drew positive conclusion regarding collaboration. They highlighted the benefits of direct contact that result in honest and instant responses. Fellow team members are more likely to provide detailed and structured feedback, as they have an intrinsic motivation to contribute to producing and maintaining high-quality software. Feedback from colleagues from outside their project is particularly welcomed too, as they provide new perspectives. The close proximity to team members allows for frequent explicit user feedback capture with almost no delay.

Observation: Practitioners gain many insights by retrieving user feedback frequently from internal sources, such as fellow team members or colleagues from other teams.

Recommendation: Continuous user feedback capture from internal sources should be expanded, as it provides honest responses and leads to diversified requirements.

The recommendation is an extension to the theory that testing with five users in multiple, consecutive, yet small experiments is most efficient to identify problems regarding requirements such as usability [27]. However, this is clearly insufficient: Feedback must also be captured from external sources, as relying on a selected user group over a long period increases the chances of bias [28]. A challenge remains in the transition from qualitative, low-quantity feedback from the limited scope of “users” in close proximity toward the high-quantity capture of user feedback from a large audience.

This challenge becomes apparent in the light of Figure 1, which reveals that the majority of user feedback is explicit. The practitioners praised the value of face-to-face interactions and the richness of explicit user feedback. It comes as no surprise that explicit user feedback is preferred, as it allows practitioners to capture expressive insights with a high level of detail [28]. This is further emphasized by the high number of manual capture practices (Figure 4). Even during rapid development practices, practitioners rely heavily on manual approaches to capture user feedback, such as collecting user feedback from emails, questionnaires, or video recordings. However, as one practitioner pointed out, such user feedback capture and processing result in a non-agile procedure that slows down overall development and puts the feature’s quality at risk. This is also reflected in the frequency with which practitioners capture user feedback. As depicted in Figure 3, only one quarter of practitioners continuously capture user feedback, while more than half rely on event-based and periodic approaches.

Reducing manual steps in favor of (semi-)automated processes may be one way of dealing with this issue. Specifically, this could be achieved by extending tool support, which has already been adopted by the requirements engineering community. For example, there are approaches that enable continuous context-aware user feedback [6], [29]. In addition, with respect to the combination of types of user feedback, FAME is an approach that combines explicit user feedback and usage monitoring to continuously elicit requirements [30].

Observation: Practitioners rely on explicit over implicit user feedback and manual capture of the former reduces the efficiency of an ongoing development process.

Recommendation: Continuous user feedback capture should adapt and extend tool support, e.g., by increasing the use of automatization for processing, to ensure high-quality and expressive requirements in a timely manner.
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B. Continuous User Feedback Utilization

Practitioners reported the utilization of different types of user feedback, while their process on how to derive high-level and actionable insights is unsystematic: On the one hand, as visualized in Figure 2, many practitioners reported to relate user feedback to the entire application, leaving the feedback scattered across multiple features and thereby reducing its value for individual requirements. On the other hand, multiple practitioners indicated that they strive for a feature relationship while capturing user feedback, such as through directly asking the user, or relying on user profiles and feature isolation. However, following the terminology defined in [36], we assess the practitioners’ perceived ease of use of such approaches as low, which may be why many practitioners refrain from applying them in practice. It remains a challenge for developers to relate captured user feedback to a feature.

The Quamoco approach addresses the systematic mapping of quality metrics and abstract quality criteria [32], but only recently usage data-driven approaches are proposed [33]. Durán-Sáez et al. approached the challenge of relating requirements to fine-grained user events by logging them to derive implicit user feedback for various criteria [34]. For explicit user feedback, Guzman and Maalej developed a natural language processing technique that identifies an application feature from user feedback, while their process on how to derive high-level and actionable insights is sparsely applied by practitioners, leaving opportunities unused. In particular the use for quality requirements was only addressed by a few practitioners. This, however, is a viable concept, as it has been shown by Groen et al. that users are mentioning quality requirements, such as usability and reliability, when providing explicit feedback [41].

Notably, one practitioner mentioned work on an application for which neither a customer nor users yet exist, which made it difficult to elicit concrete requirements. While they defined the application’s functionality, their vision as to how it was to be presented to user was still vague. This meant that their software development was driven by understanding attractive requirements as opposed to must-be or one-dimensional requirements as defined in the Kano mode [42]. As a consequence, the practitioners imagined a potential user, put themselves in their role, and used the application to then derive requirements for the feature.

Observation: Practitioners predominantly rely on user feedback for requirements verification instead of validation.

Recommendation: Continuous user feedback utilization should enable the understanding of user feedback as a means to improve existing and to explore new requirements.

User feedback is necessary for both the validation and verification of requirements [39]. Requirements validation is concerned with making sure that the specified requirements correctly represent the users’ needs, i.e., that the elicited requirements are correct and complete. Requirements verification ensures that the design and implementation of a requirement correctly represent its specification. Agile development processes reportedly have a stronger focus on requirements validation than on their verification [40].

From the practitioners answers we cannot derive a unique reason why they capture user feedback, as many provided more than one reason (Figure 7). The answers for the two prevalent codings, i.e., planning and support, suggest that practitioners tend to capture user feedback as a means for requirements verification. They reported to employ the user feedback to iterate on their previous decisions, which contains a re-prioritization of whether to remove an existing feature or not. According to them, these are high-level decisions, which is also reflected in the responses for Figure 2. Many practitioners, however, stated to apply implicit user feedback to guide support inquiries and work on bug fixes. Overall, the utilization of user feedback for a systematic validation of requirements is sparsely applied by practitioners, leaving opportunities unused. In particular the use for quality requirements was only addressed by a few practitioners. This, however, is a viable concept, as it has been shown by Groen et al. that users are mentioning quality requirements, such as usability and reliability, when providing explicit feedback [41].

Observation: Practitioners predominantly rely on user feedback for requirements verification instead of validation.

Recommendation: Continuous user feedback utilization should enable the understanding of user feedback as a means to improve existing and to explore new requirements.

Fewer than half of the practitioners provided an answer to the question as to whether they address change of user feedback over time or its combination (Figure 8 and Figure 9). Only one and four practitioners, respectively, reported that they have a working approach. This reduces the validity of assumptions derived from their answers; however, it strengthens a common theme among practitioners’ answers: While many of them respond to be generally able to utilize user feedback, they are not making use of this possibility. We further observe this in answers regarding the capture of context (Figure 6).

Expanding the involvement of the users during feedback utilization may help to improve this aspect. Stade et al. reported how tool support helped a software company to increase the communication with users [43]. Gómez et al. described a next generation architecture for app stores that enables more actionable feedback from users [44]. Maalej et al. predicted that “[c]ommunication with users will move from being unidirectional [...] to being bidirectional [...]” [45].
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This vision is reflected in a few answers by practitioners who indicated that they are moving toward a dialog-based utilization of user feedback. For example, regardless of user feedback sources (Figure 5), practitioners stated that the ongoing and active exchange between developers and users emerges as successful in practice. One practitioner emphasized the value of retaining contact with active users and informing them about new feature increments. This increases the possibility to retrieve more feedback and serves as a way to validate the changes to ensure that they are in line with the users’ needs. Similarly, another practitioner described a dedicated checkbox allowing users to request updates on the latest changes.

With respect to Figure 7 and the goal to utilize user feedback for feature improvement, one practitioner envisioned a functionality that allows to define a mechanism that triggers as soon as a user starts interacting with a feature. This mechanism should enable developers to initiate a well-defined scenario that guides the user throughout their exploration of a new feature increment and to observe them while doing so. This would help the practitioners to pinpoint the users’ attention to a detail on which they would like to have feedback.

**Observation:** Most practitioners utilize user feedback individually, however, there is a trend toward its consolidation.

**Recommendation:** Continuous user feedback utilization should cover interactive practices to explore user feedback and increase the developer–user communication to exploit unused potential for enhancing the quality of requirements.

## VII. RELATED WORK

We list empirical studies that addressed how practitioners deal with user feedback and report results similar to ours.

Heiskari and Lehtola conducted a case study to investigate the state of user involvement in practice [46]. They found explicit user feedback as the most common type of insight for development—which is supported by our results in Section V-A1. They identified a need to involve users in a more organized way than in the state-of-the-practice and to establish defined feedback processes. This is reflected in the number of manual capture procedures described in Section V-B2.

Ko et al. performed a case study to identify constraints on capturing and utilizing post-deployment user feedback [47]. They found the heterogeneity of intended use cases of an application as the major constraint for the utilization of user feedback, as it makes prioritization difficult. Similar to this finding, the practitioners in our study noted that more context about the user feedback, such as user profile in Section V-B4, is needed to support the utilization of the feedback.

Stade et al. reported on a case study and online survey on how software companies elicit end-user feedback [48]. They found a need for more context, which again corresponds to our results in Section V-B4. They identified feedback channels such as hotlines or phone calls, email, and meetings being used the most. This confirms our results in Section V-A1.

Olsson and Bosch investigated post-deployment data usage in embedded systems during three case studies [49]. They found that such data was neither used to acquire insights on individual features, nor to innovate new functionality [49]. Our results in Section V-C1 support the predominant use of user feedback for planning and bug fixing, rather than feature improvement in the sense of innovation.

Pagano and Bruegge reported on a case study with five companies in which they investigated how professionals deal with “post-deployment end-user feedback” [50]. They stated that the utilization of user feedback is mainly a manual process, which is reflected in our results in Section V-B2. They conclude that tool support is required to utilize user feedback for other practices, such as for requirements engineering [50].

## VIII. CONCLUSION

Continuous software engineering evolved as a process for software evolution [1]. While most of the practices, such as continuous integration or delivery, are well-researched [8]–[13], the use of user feedback, in particular with respect to requirements engineering, has fallen behind [14].

We conducted 20 interviews with practitioners from 17 companies to understand the state-of-the-practice of user feedback capture and utilization during CSE. In this paper, we provide results to nine areas of interest. While some of the results appear obvious [25], we strive to provide empirical evidence for them. All practitioners rely on explicit user feedback. Fourteen practitioners described how they relate user feedback to an artifact. While most practitioners rely on tool support, the numbers for manual and non-continuous capture of user feedback are high. Most feedback is captured from external sources. User feedback is predominantly utilized for requirements verification. Practitioners sparsely consider user feedback context, exploration over time, and its combination.

From the results, we derived five recommendations, based on either promising practices or challenges. We conclude that continuous user feedback capture benefits from user feedback provided by internal sources as well as by adapted and extended tool support. Continuous user feedback utilization can be improved through user feedback reference points. This establishes a focus on requirements validation, which could be further advanced by more user feedback interaction.

The recommendations guide our current and future work. We designed a user feedback reference concept [51], developed an approach to automate user feedback capture [52], and explored a way to validate requirements [53]. We will consolidate the continuous user feedback capture and utilization in a continuous user understanding activity and provide tool support. This aims to improve requirements engineering regarding the completeness and correctness of requirements.
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